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Generation times, infectivity profiles, and incubation periods 1

In our branching process model, the time at which an infector transmits SARS-CoV-2 to an infectee 2

is determined from empirically-observed distributions. Concretely, the time at which an identified 3

index case developed symptoms, tS1
, is known, but the time at which they were infected, t1, is 4

generally unknown. Secondary contacts will be infected by the index case at some time t2 (t2 > t1), 5

and, if symptomatic, will develop symptoms at time tS2 . These timepoints are illustrated in Fig IA. 6

The relationships between the times t1, tS1 , t2, tS2 are determined by: the generation time 7

distribution, q(t2 − t1|θq), describing the time interval between the infection of an index case and 8

secondary contact (Fig IB); the infectivity profile, p(t2 − tS1 |θp), describing the time interval 9

between the onset of symptoms in the index case and infection of the secondary contact (Fig IC); 10

and the incubation period distribution, h(tS1 − t1), describing the time between the infection of an 11

individual and the onset of their symptoms (Fig ID). For these distributions, we use empirical 12

estimates from Ferretti et al. [1]. The parameters that define the generation time distribution, 13

infectivity profile, and the incubation period distribution are shown in Table I. 14
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Fig I. Empirical distributions for infection time and symptom onset. A: The timeline of
infection for an infector–infectee transmission pair. The infector (index case) is initially infected at
time t1, and after a period of incubation develops symptoms at time tS1

. The infectee (secondary
contact) is infected by the infector at time t2, which can be before (presymptomatic infections) or
after (symptomatic infection) tS1 . The infectee then develops symptoms at time tS2 . The generation
time is then defined as t2 − t1 (the time between infections), while the serial interval is defined as
tS2
− tS1

(the time between symptom onsets). B: The generation time distribution
[q(t|θq) = q(t2 − t1|θq)] follows a Weibull distribution, and is inferred from the serial interval
distribution [1]. C: The infectivity profile [p(t|θp) = p(t2 − tS1

|θp)] follows a shifted Student’s
t-distribution, and is also inferred from the serial interval distribution [1]. D: The distribution of
incubation times [h(t) = h(tS1 − t1)] follows a meta-distribution constructed from the average of
seven reported log-normal distributions, as described in Ferretti et al. [1] [2–8]. Data provided in
S1 Dataset.
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Table I. Parameters of the distributions used in this work to describe the timing of
infection events.

Distribution Shape Properties Parameters

Incubation
period h(t)

Meta-log-
normal

mean = 5.723,
sd = 3.450,
median = 4.936

meanlog = 1.570, sdlog = 0.650 (Bi [2])
meanlog = 1.621, sdlog = 0.418 (Lauer [4])
meanlog = 1.434, sdlog = 0.661 (Li [5])
meanlog = 1.611, sdlog = 0.472 (Linton [6])
meanlog = 1.857, sdlog = 0.547 (Ma [7])
meanlog = 1.540, sdlog = 0.470 (Zhang [8])
meanlog = 1.530, sdlog = 0.464 (Jiang [3])

Generation
time q(t|θq)

Weibull mean = 5.494,
sd = 1.845,
median = 5.479

shape = 3.277, scale = 6.127

Infectivity
profile
p(t|θp)

Shifted Stu-
dent’s t

mean = -0.042,
sd = 2.876,
median = -0.078

shift = -0.078, scale = 1.86, df = 3.35

The meta-log-normal incubation period distribution is the average of seven reported log-normal
incubation period distributions as described by Ferretti et al. [1] [2–8]. The properties listed for the
incubation period distribution are the mean, standard deviation (sd), and median of this
meta-log-normal distribution. The shifted Student’s t distribution for the infectivity profile is
defined in R by dt((x-shift)/scale, df)/scale [1].
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Asymptomatic versus symptomatic infections 15

We assume that a fraction a of all infections are persistently asymptomatic, with the remainder 16

being classed as symptomatic (which includes individuals that are pre-symptomatic and 17

post-symptom onset). Whether a new infectee is persistently-asymptomatic or not is assumed to be 18

independent of whether the infector was persistently-asymptomatic or not. A meta-analysis has 19

estimated a fraction a ≈ 20% of infections are asymptomatic [9]. 20

We now introduce parameters that describe the infectiousness of asymptomatic or symptomatic 21

individuals. An asymptomatic individual would infect an average of Ra secondary contacts during 22

their whole uninterrupted infectious period (i.e. in the absence of any TTIQ intervention, but in the 23

presence of non-modelled interventions such as social distancing and hygiene protocols). A 24

symptomatic individual will infect an average of Rs secondary contacts during their whole 25

uninterrupted infectious period (i.e. no TTIQ). In general we have Ra 6= Rs, and we expect that 26

Ra ≤ Rs based on empirical observations [9]. 27

We can define the average reproductive number in the absence of TTIQ as 28

R = aRa + (1− a)Rs, (S1.1)

i.e. the average number of secondary infections per infected throughout the infectious period. The 29

fraction of transmission that is attributable to asymptomatic individuals in the absence of TTIQ is 30

then defined as 31

α =
aRa

aRa + (1− a)Rs
=
aRa
R

. (S1.2)

Note that for Ra = Rs (equal transmission from asymptomatics and symptomatics), we have α = a. 32

For Ra < Rs, we have α < a. As α must be a positive number, we can bound the fraction of 33

transmission from asymptomatic individuals in the absence of TTIQ by the limits 0 ≤ α ≤ a. 34

Although we modify the relative infectiousness of asymptomatic versus symptomatic individuals, 35

we assume that the distribution of infection times is equal for both classes. 36

Quantifying secondary infections under TTIQ 37

Consider an infected individual who develops symptoms of COVID-19 at time tS1 . The time at which 38

this individual was infected, t1 < tS1 , is generally unknown. Without any TTIQ intervention this 39

symptomatic individual would contact and infect Rs individuals during the course of the infection. 40

The number of secondary infections up to a time T1 after developing symptoms would then be 41

Rs

∫ T1

−∞
dt2 p(t2 − tS1

|θp) = RsP (T1 − tS1
|θp), (S1.3)

where p(t|θp) is the infectivity profile and P (t|θp) =
∫ t
−∞ dt′ p(t′|θp) is the cumulative infectivity 42

profile. 43

Infected individuals who develop symptoms and/or test positive for SARS-CoV-2 should be 44
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isolated from the population. In our model this occurs in a fraction f of symptomatic individuals 45

who are then isolated at a time T1 = tS1
+ ∆1, where ∆1 > 0 is the delay between symptom onset 46

and isolation. The parameter ∆1 can be interpreted as the delay of taking a test after symptom 47

onset, waiting for the result, and entering isolation, or alternatively as the delay between symptom 48

onset and self-isolation. The remaining fraction 1− f of symptomatic individuals, along with the 49

asymptomatic individuals, are not isolated (T1 →∞). We can compute the expected number of 50

secondary infections, n2, as a function of the asymptomatic fraction a, isolation probability f , and 51

delay ∆1, as shown in Fig II. We then have 52

n2(f,∆1|θp) = aRa + (1− a) [fP (∆1|θp)Rs + (1− f)Rs] , (S1.4)

where the first term represents the secondary infections caused by asymptomatic individuals (who 53

cannot be isolated), the first term in the bracket represents the secondary infections caused by 54

symptomatic index cases prior to their isolation, and the final term is the secondary infections 55

caused by symptomatic individuals who are not isolated. Now replacing aRa = αR and 56

(1− a)Rs = (1− α)R [from Eq (S1.2)], we can rearrange Eq (S1.4) to give 57

n2(f,∆1|θp) = R [(1− α)fP (∆1|θp) + (1− (1− α)f)] . (S1.5)

Fig II. Flowchart for computing the number of secondary infections under testing &
isolation.

Quantifying tertiary infections under TTIQ 58

Each infected secondary contact has the potential to cause further infections, which will be the 59

tertiary contacts of the initial infected. The number of infections caused by a secondary contact who 60

is infected at t2 and isolated at time T2, will be 61

R•

∫ T2

t2

dt3 q(t3 − t2|θq) = R•Q(T2 − t2|θq), (S1.6)

where R• ∈ {Ra, Rs} is the number of infections per secondary contact during the uninterrupted 62

infectious period, t3 is the infection time of the tertiary contacts, q(t|θq) is the generation time 63

distribution, and Q(t|θq) =
∫ t

0
dt′ q(t′|θq) is the cumulative generation time distribution. Note that 64

we use the generation time distribution here, as our reference point is the time of infection (t2), 65
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whereas in Eq (S1.5) the reference point was the time of symptom onset (tS1
). 66

Under TTIQ interventions, the symptomatic index and secondary cases can be isolated following 67

a positive test result after symptom onset. If an index case is confirmed positive, then contact 68

tracing can be used to identify and quarantine individuals who have recently been exposed to the 69

confirmed case. Quarantining these individuals prevents the onward infection of tertiary contacts 70

(Fig 1B in the manuscript). Importantly, whether an individual is quarantined is independent of 71

symptom status. We introduce three further parameters to quantify contact tracing and quarantine: 72

i) τ > 0, the duration of lookback prior to symptom onset of the index case in which contacts are 73

traced; ii) 0 ≤ g ≤ 1, the probability to identify and quarantine a secondary contact that was 74

infected within the contact tracing window; and iii) ∆2 > 0, the delay between isolating the index 75

case and quarantining the identified secondary contacts. 76

There are many permutations of events that contribute to the number of tertiary infections under 77

TTIQ, as shown in Fig III. The index case may not be detected due to being asymptomatic (a), or 78

being symptomatic but not tested ((1− a)(1− f)), and hence contact tracing is not possible. If the 79

index case is symptomatic and detected ((1− a)f), then a fraction g of the secondary contacts that 80

were infected within the contact tracing window (tS1
− τ ≤ t2 ≤ tS1

+ ∆1) are quarantined at time 81

tS1
+ ∆1 + ∆2 (as shown in Fig 1B in the manuscript). The remaining fraction 1− g of secondary 82

contacts, as well as the secondary contacts that were infected outside of the contact tracing window 83

(t2 < tS1
− τ), are not quarantined. However, the non-traced contacts may themselves become 84

symptomatic and, after testing, become index cases that are isolated at time tS2
+ ∆1, where tS2

is 85

the symptom onset time of the secondary case. By considering these different scenarios, we arrive at 86

an expression for the number of tertiary infections per index case under TTIQ, 87

n3(f,∆1, τ, g,∆2|tS1 , tS2 , θp, θq) =

Rs(1− a)fg

∫ tS1
+∆1

tS1
−τ

dt2 p(t2 − tS1
|θp)RQ(tS1

+ ∆1 + ∆2 − t2|θq)+

Rs(1− a)f(1− g)

∫ tS1
+∆1

tS1
−τ

dt2 p(t2 − tS1
|θp)ψ(f, tS2

+ ∆1 − t2|θq)+

Rs(1− a)f

∫ tS1
−τ

−∞
dt2 p(t2 − tS1

|θp)ψ(f, tS2
+ ∆1 − t2|θq)+

[aRa + (1− a)Rs(1− f)]

∫ ∞
−∞

dt2 p(t2 − tS1 |θp)ψ(f, tS2 + ∆1 − t2|θq),

(S1.7)

where the shorthand 88

ψ(f, tS2 + ∆1 − t2|θq) =
[
aRa + (1− a)Rs

(
fQ(tS2 + ∆1 − t2|θq) + (1− f)

)]
(S1.8)

is the expected number of onward infections caused by each non-quarantined secondary contact. 89

Each row in Eq (S1.7) corresponds to: i) tertiary infections caused by secondary contacts prior to 90

their quarantine; ii) tertiary infections caused by secondary contacts who could have been 91

quarantined but were not; iii) tertiary infections caused by secondary contacts who were infected 92

before the quarantine window, and hence are not quarantined; iv) tertiary infections caused by 93

secondary contacts who were infected by non-identified index cases. 94

February 2, 2022 6/10



Fig III. Flowchart for computing the number of tertiary infections under TTIQ.

We now have to average Eq (S1.7) over tS2
to obtain the expected number of tertiary infections 95

per index case under TTIQ. We first note that tS2
= t2 + γ for incubation period γ ≥ 0. Hence we 96

can write 97〈
Q(tS2

+ ∆1 − t2|θq)
〉
tS2

=

∫ ∞
0

dγ h(γ)Q(γ + ∆1|θq), (S1.9)

where h(γ) is the incubation period distribution. We define the quantity 98

J(∆1|θq) =
〈
Q(tS2

+ ∆1 − t2|θq)
〉
tS2

. (S1.10)

Note that we have assumed the independence between symptom onset and infectivity, which may 99

lead to an overestimation of the fraction of tertiary infections prevented. 100

Keeping tS1
fixed as the reference time point, averaging Eq (S1.7) over tS2

gives the expected 101

number of tertiary infections per infected under TTIQ: 102

n3(f,∆1, τ, g,∆2|θp, θq) =

Rs(1− a)fgR

∫ ∆1

−τ
dt′ p(t′|θp)Q(∆1 + ∆2 − t′|θq)+

Rs(1− a)f(1− g)
[
P (∆1|θp)− P (−τ |θp)

] [
aRa + (1− a)Rs

(
fJ(∆1|θq) + (1− f)

)]
+

Rs(1− a)fP (−τ |θp)
[
aRa + (1− a)Rs

(
fJ(∆1|θq) + (1− f)

)]
+

[aRa + (1− a)Rs(1− f)]
[
aRa + (1− a)Rs

(
fJ(∆1|θq) + (1− f)

)]
,

(S1.11)
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where we have substituted t′ = t2 − tS1
such that 103

∫ tS1
+∆1

tS1
−τ

dt2 p(t2 − tS1
|θp)Q(tS1

+ ∆1 + ∆2 − t2|θq) =

∫ ∆1

−τ
dt′ p(t′|θp)Q(∆1 + ∆2 − t′|θq).

(S1.12)

Now replacing aRa = αR and (1− a)Rs = (1− α)R [from Eq (S1.2)], Eq (S1.11) can be further 104

simplified to 105

n3(f,∆1, τ, g,∆2|θp, θq) =

R2(1− α)fg

∫ ∆1

−τ
dt′ p(t′|θp)Q(∆1 + ∆2 − t′|θq)+

R2
[
(1− α)f(1− g)P (∆1|θp) + (1− α)fgP (−τ |θp) + (1− (1− α)f)

]
×[

(1− α)fJ(∆1|θq) + (1− (1− α)f)
]
.

(S1.13)

Finally, in the absence of contact tracing (g = 0) Eq (S1.13) can be simplified, such that the 106

number of tertiary infections per infected under testing & isolation only is given by 107

n3(f,∆1|θp, θq) = R2
[
(1− α)fP (∆1|θp) + (1− (1− α)f)

]
×[

(1− α)fJ(∆1|θq) + (1− (1− α)f)
]
.

(S1.14)

From Eqs (S1.13) and (S1.14), we observe that the parameter f is always coupled to 1− α. We 108

could therefore define a new parameter φ = (1− α)f as the fraction of all infecteds that are isolated 109

(as opposed to f which is the fraction of symptomatic infecteds isolated) to simplify our expressions. 110

However, we choose to keep α and f explicitly in the calculations for clarity. 111

As a final point, we could repeat the derivation of Eq (S1.13), but this time only consider the 112

number of tertiary infections that were caused by an asymptomatic secondary contact. I.e. we can 113

calculate how much transmission is attributable to asymptomatics versus symptomatics in the 114

presence of TTIQ. This leads to the expression 115

n
(asymp)
3 (f,∆1, τ, g,∆2|θp, θq) =

αR2(1− α)fg

∫ ∆1

−τ
dt′ p(t′|θp)Q(∆1 + ∆2 − t′|θq)+

αR2
[
(1− α)f(1− g)P (∆1|θp) + (1− α)fgP (−τ |θp) + (1− (1− α)f)

]
.

(S1.15)

Reproductive number under TTIQ 116

For our branching process model, we define the reproductive number as 117

RTTIQ =
n3(f,∆1, τ, g,∆2|θp, θq)

n2(f,∆1|θp)
, (S1.16)

where n2 [Eq (S1.5)] and n3 [Eq (S1.13)] are the expected number of secondary and tertiary 118

infections per infected, respectively. In other words, we define the reproductive number as the 119
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average number of infecteds in the third generation per infected in the second generation. It is 120

necessary to work with the third generation (as opposed to just the first and second generations) as 121

this is where the impact of contact tracing and quarantine is first observed. 122

Likewise, in the presence of testing & isolation only (i.e. no contact tracing & quarantine), the 123

reproductive number is given by 124

RTI =
n3(f,∆1|θp, θq)
n2(f,∆1|θp)

, (S1.17)

where n3 is now given by Eq (S1.14). 125

Confidence intervals 126

The primary sources of uncertainty in the outcomes of this model come from the generation time 127

distribution and infectivity profile, which are inferred from empirical serial interval distributions [1]. 128

Following Ferretti et al. [1], we use a likelihood ratio test to extract sample parameter sets for each 129

distribution that lie within the 95% confidence interval. 130

Concretely, we first identify the maximum likelihood parameter sets θ̂p and θ̂q for the infectivity 131

profile and generation time distribution, respectively. We then randomly sample the parameter space 132

of each distribution, and keep 1,000 parameter sets whose likelihood satisfies 133

lnL(θ) > lnL(θ̂)− λn/2, where λn is the 95% quantile of a χ2 distribution with n degrees of 134

freedom. The infectivity profile is described a shifted Student’s t-distribution, which has n = 3 135

parameters, while the generation time is described by a Weibull distribution with n = 2 parameters. 136

We then use these sampled parameter sets to generate RTTIQ, and the extrema across all of these 137

parameter sets determines the 95% confidence interval for the reproductive number under TTIQ. We 138

need to use and combine estimates of both θp and θq. We assume parameter independence, and keep 139

all (θp, θq) combinations whose joint likelihood satisfies 140

lnL(θp) + lnL(θq) > lnL(θ̂p) + lnL(θ̂q)− λ5/2. 141
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